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Abstract. We discuss an elementary problem, initially proposed for
the Romanian Mathematical Olympiad, which leads to interesting re-
marks of various nature. We relate the problem to the theory of linear
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1 - Introduction

The purpose of this note is to comment on a problem shortlisted for the
Romanian Mathematical Olympiad 2010 (see [RMS, Shortlisted Problems for
the 61st NMO, No. 16]).
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P r o b l em . Let x0, x1, x2, . . . be the sequence defined by

x0 = 1

xn+1 = 1 +
n

xn
, ∀n ≥ 0.(1)

What are the values of n for which xn is an integer?

We list here the first few values of the sequence:

1, 1, 2, 2,
5

2
,
13

5
,
38

13
,
58

19
,
191

58
,
655

191
, . . .(2)

The author of this problem is Gheorghe Iurea, but his solution does not
appear in the booklet mentioned above.

We have found this problem of interest, not only in itself, but also because
a posteriori it may be approached in different ways, each of which involves
mathematical arguments of various nature. We will give two proofs of the
following:

T h e o r em 1. xn ∈ Z if and only if n = 0, 1, 2, 3.

One proof, in Section 2, relates the sequence (xn) to a second-order linear
recurrence of combinatorial significance; the theorem follows from some arith-
metical properties of this sequence.

A second proof, in Section 4, takes the point of view of real dynamics, with
arithmetics only playing a role at the very end of the argument.

In fact, the first proof gives a lower bound for the reduced denominator of
the sequence (xn), which we refine in Section 3.2 through a careful computation
of its 2-adic valuation, showing the following theorem:

Th e o r em 1′. For every n ≥ 1 we have

Dn ≥
√

(n− 1)!

2
n+1
4

,

where Dn is the reduced denominator of xn.

The proof of this bound is entirely elementary; compare it with the actual
order of growth, which can be shown (see Section 3.2) to be

Dn ≍ e
√
n

n1/4

√
(n− 1)!

2n/4
.
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As a natural generalization of the original problem, we consider also se-
quences arising from the same recursion and different initial values.

Let us fix a real value X > 0, and consider the sequence defined by the
recurrence

X1 = X

Xn+1 = 1 +
n

Xn
, ∀n ≥ 1.(3)

With a variant of the second proof and a representation of Xn as a linear frac-
tional function of X we are able to prove the following theorem in Section 5.1.

T h e o r em 2. For every X > 0 and every n ≥ 14, the value Xn is not an
integer.

For every X ̸= 4

51
,
1

3
,
2

3
, 1 and every n ≥ 3, the value Xn is not an integer.

Finally, we also considered the question of the growth of the reduced de-
nominator of the more general sequence (Xn).

When trying to generalize Theorem 1′ to the sequence (Xn) for any ratio-
nal value of X we studied a new recurrence sequence, seeking to replicate the
arithmetical arguments of Section 2. This leads, however, to much more compli-
cated problems about the p-adic values of certain converging series. Section 3.3
contains these observations and some open questions on the matter.

Nevertheless we were able to modify the second proof to show in Section 5.2
the following theorem:

Th e o r em 3. Let X be a positive rational number. Then for every positive
integer k there exists an effective constant Ck,X such that for every n ≥ 1 the
reduced denominator of Xn is at least nk − Ck,X .

The proof of this theorem hinges on the existence of a certain asymptotic
expansion, which we derive by a general theory of linear recurrences due to
Birkhoff and Trjitzinsky.

Some numerical experiments and considerations on the matrices appearing
in Section 5.1 would suggest that lower bounds of the same order as those for
Dn should hold for any initial value, but in order to reach this precision we
would need to overcome the arithmetic difficulties outlined in Section 3.3.
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2 - First solution

To study the sequence (xn) from an arithmetic point of view we define two
integer sequences (an), (bn) by the recurrences

a0 = 1

b0 = 1

an+1 = an + nbn, ∀n ≥ 0(4)

bn+1 = an, ∀n ≥ 0.(5)

Comparing (4) and (5) with (1) we see immediately that they satisfy xn =
an
bn

,

so an, bn are the numerator and denominator in some fractional representation
of xn; however an, bn a priori need not be coprime, so the said fraction can be
possibly simplified.

We also see that bn may be eliminated from the recurrence to get

a0 = 1

a1 = 1

an+2 = an+1 + (n+ 1)an, ∀n ≥ 0,(6)

with xn =
an
an−1

.

Let us define dn = gcd(an, an−1); dn measures how much the reduced de-
nominator of xn differs from an−1. In order to show that xn ̸∈ Z we seek a
lower bound for an−1 and an upper bound for dn.

R ema r k 4. By the recurrence (6) we see that dn+1|an+2, and so dn+1|dn+2;
this will be helpful in establishing an upper bound for dn.

A lower bound for an is easily obtained in the following lemma.

L emma 5. For every n ≥ 0 we have an ≥
√
n!.

P r o o f . We argue by induction on n ≥ 0. We check that a0 = 1 =
√
0!,

a1 = 1 =
√
1!, and assuming the bound for an and an+1 we get

an+2 = an+1 + (n+ 1)an ≥
√
(n+ 1)! + (n+ 1)

√
n! =

=
√
(n+ 2)!

1 +
√
n+ 1√

n+ 2
=

√
(n+ 2)!

√
1 +

2
√
n+ 1

n+ 2
≥

√
(n+ 2)!.
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To get an upper bound for dn we introduce the exponential generating
function of the sequence (an)n∈N, namely

F (x) =
∞
n=0

an
n!

xn.

We consider F (x) merely as a formal power series, although one could prove
that it converges for every complex value of x.

From the recurrence on (an) we can obtain a differential equation for F ; in

fact, we can multiply (6) by
xn

n!
and sum it for n ≥ 0; since clearly F ′(x) =

∞
n=0

an+1

n!
xn and F ′′(x) =

∞
n=0

an+2

n!
xn, we obtain that F satisfies the con-

ditions

(7)




F (0) = 1

F ′(0) = 1

F ′′(x) = (x+ 1)F ′(x) + F (x).

The Cauchy problem (7) may be solved (in the ring of formal power series) to
get

F (x) = ex+
x2

2 ,

and we can use this explicit form to get a formula for an. In fact

∞
n=0

an
n!

xn = ex+
x2

2 = exe
x2

2 =
∞

m=0

xm

m!

∞
s=0

x2s

2ss!

an
n!

=


2s+m=n

1

2ss!

1

m!

an =

2s≤n

n!

2ss!(n− 2s)!
=


2s≤n


n

2s


(2s− 1)!!,(8)

where the semifactorial (2s− 1)!! denotes as usual the product (2s− 1) · (2s−
3) · · · 3 · 1 and is defined to be 1 for s = 0. Here and in the following we always

assume the standard convention that


n

k


= 0 if k < 0 or k > n.

From formula (8) we can derive arithmetic informations about the sequence
an.

L emma 6. Let p be and odd prime. Then the congruence

am+p ≡ am (mod p)
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holds for all m ≥ 0.
In particular, if p|n then an ≡ 1 (mod p).

P r o o f . By formula (8) we have

am =
∑
s

(
m

2s

)
(2s− 1)!! am+p =

∑
s

(
m+ p

2s

)
(2s− 1)!!

If 2s < p then
(
m+p
2s

)
≡

(
m
2s

)
(mod p), and the corresponding summands in both

sums have the same remainder modulo p.
If p < 2s, then p|(2s − 1)!!, as p itself appears as one of the factors in the

definition of (2s − 1)!!. Then the corresponding summands in both sums are
equal to zero modulo p.

This shows the first assertion. If we now set m = 0 we obtain that

ap ≡ a0 = 1 (mod p),

and so on by induction for any multiple of p.

As a corollary we learn about the prime factors of dn.

C o r o l l a r y 7. For every n ≥ 1, dn is a power of 2.

P r o o f . If an odd prime p divides dm for some m ≥ 1, then, by Remark 4,
p divides dn (and hence an) for all n ≥ m, so also for n = pm. But this is not
possible because apm ≡ 1 (mod p) by Lemma 6.

We are now ready to prove an upper bound for dn, which we obtain using
again the exponential generating function F (x).

P r o p o s i t i o n 8. For every n ≥ 1 we have that dn ≤ 2n−1.

P r o o f . We have the following identities concerning the above generating
function F (x):

( ∞∑
m=0

am
xm

m!

)( ∞∑
r=0

(−1)rar
xr

r!

)
= F (x)F (−x) = ex

2
=

∞∑
n=0

x2n

n!
.

Comparing the coefficients of x2n for any n ≥ 1, we obtain

∑
m+r=2n

(−1)r
(
2n

m

)
amar =

(2n)!

n!
= 2n · (2n− 1)!!.(9)

Now, as observed in Remark 4 above, dn+1 divides any am with m ≥ n, so it
divides the left-hand side of (9), and we know from the Corollary 7 that it is a
power of 2, therefore dn+1 ≤ 2n for n ≥ 1; of course d1 = 1 = 20.
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To conclude the proof of Theorem 1, denote by Dn the reduced denominator
of xn. We have:

(10) Dn =
an−1

dn
≥

√
(n− 1)!

2n−1
∀n ≥ 1.

It is easily seen that

√
(n− 1)! > 2n−1 ∀n ≥ 10,

so we are left to inspect the values of xn with 0 ≤ n ≤ 9, which are exactly the
values listed in (2).

3 - Further observations to the first solution

The sequence an and its exponential generating function F (x) are widely
known in the literature for their combinatorial significance: the sequence an
counts the number of involutions in the symmetric group Sn (see for instance
[Wil06, Thm 3.16] and sequence A000085 in [OEIS]). With analytic tools—
for instance, Cauchy integrals— it can be shown (see [MW56]) from the gen-
erating function F (x) that

(11) an ∼ 2−
1
2 e−

1
4 e

√
n
(n
e

)n
2 ∼ (8πen)−

1
4 e

√
n
√
n!.

3.1 - A combinatorial proof of Corollary 7

The combinatorial interpretation of an as the cardinality of

An =
{
σ ∈ Sn | σ2 = e

}

suggests a different way to prove Corollary 7. If n = pm, consider the sub-
group G < Sn generated by the cycles (1, . . . , p), (p+1, . . . , 2p), . . . , ((m−1)p+
1, . . . , n). G has cardinality pm, and it acts on An by conjugation.

It is not difficult to see that the identity is the only fixed point of this
action. Indeed take σ ∈ An not the identity, and let (ij) with i < j be one
of the transpositions appearing in the cycle decomposition of σ. If i ≤ kp < j
for some integer k, then σ is not fixed by ((k − 1)p + 1, . . . , kp). Similarly, if
(k − 1)p + 1 ≤ i < j ≤ kp, then conjugating σ by ((k − 1)p + 1, . . . , kp) and
its powers cannot yield disjoint transpositions because p is odd, and again σ
cannot be a fixed point.
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This shows that no element of An other than the identity is fixed by G,
and therefore an ≡ 1 (mod p), because when a p-group acts on a finite set, the
cardinality of the set is congruent modulo p to the number of fixed points of
the action.

3.2 - The 2-adic valuation of an

We will now compute the exact power of 2 which divides an.

P r o p o s i t i o n 9. For every n ≥ 0, 2en is the highest power of 2 dividing
an, where

en =




k if n = 4k

k if n = 4k + 1

k + 1 if n = 4k + 2

k + 2 if n = 4k + 3.

P r o o f . Setting qn := an/2
en , we need to prove that qn is an odd integer

for n ≥ 0.
We begin with the following lemma.

L emma 10. For every n ≥ 2 we have

(12) an+6 = 2(n2 + 9n+ 19)an+2 − n(n− 1)(n+ 2)(n+ 5)an−2.

P r o o f . Indeed, since the sequence (an) verifies a linear recurrence of the
second order, any three sequences of the shape (an), (an+r), (an+s) are linearly
related by an equation with coefficients which are polynomials in n; they may be
found by easy elimination. Presently, we are interested in the case r = 4, s = 8,
where this elimination is hidden in the following explicit calculations:

an+6 = an+5 + (n+ 5)an+4 = (n+ 6)an+4 + (n+ 4)an+3

= (2n+ 10)an+3 + (n+ 6)(n+ 3)an+2

= (n2 + 11n+ 28)an+2 + 2(n+ 5)(n+ 2)an+1

= 2(n2 + 9n+ 19)an+2 − (n+ 2)(n+ 5)an+2 + 2(n+ 2)(n+ 5)an+1

= 2(n2 + 9n+ 19)an+2 + (n+ 2)(n+ 5)an+1 − (n+ 2)(n+ 5)(n+ 1)an

= 2(n2 + 9n+ 19)an+2 − n(n+ 2)(n+ 5)an + n(n+ 2)(n+ 5)an−1

= 2(n2 + 9n+ 19)an+2 − n(n− 1)(n+ 2)(n+ 5)an−2.

Rema r k 11. It is worth noticing that the relation with polynomial coef-
ficients that we have obtained is “monic”, in the sense that the coefficient of
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an+6 is 1. This feature, which is for us important, is not a priori guaranteed for
a linear recurrence with polynomial coefficients, and appears to us as a piece
of good luck.

Now divide the recurrence (12) by 2en+6 , obtaining the recurrence

qn+6 = (n2 + 9n+ 19)qn+2 −
n(n− 1)(n+ 2)(n+ 5)

4
qn−2.

Observe that n2 + 9n+ 19 is odd for every n, while n(n−1)(n+2)(n+5)
4 is an even

integer for every n: indeed, for n even (resp. n odd), the product n(n + 2)
(resp. (n− 1)(n+ 5)) is divisible by 8.

Thus, after noticing that

q0 = 1, q1 = 1, q2 = 1, q3 = 1, q4 = 5, q5 = 13, q6 = 19, q7 = 29

are odd integers, we obtain by induction that every qn is an odd integer.

Proposition 9 and Corollary 7 yield immediately the following corollary:

C o r o l l a r y 12. The following formulae hold for n ≥ 1:

dn = 2⌊
n+1
4 ⌋; v2(xn) =




−1 if n ≡ 0 (mod 4),

0 if n ≡ 1 (mod 4),

1 if n ≡ 2 (mod 4),

1 if n ≡ 3 (mod 4).

The proof of Theorem 1′ now follows from (10) and the exact value dn =

2⌊
n+1
4 ⌋ given in the previous corollary. Furthermore, combining (10), (11) and

Corollary 12, one gets the correct order of growth of Dn, to which we alluded
in the introduction.

3.3 - The second (linearly-independent) solution to the recurrence (6)

Disregarding now the initial conditions, the set of solutions of the differential
equation (7) is a vector space of dimension two. A second solution, linearly
independent from F (x), can be found with standard methods, so let us define

G(x) = F (x)

 x

0
F (t)−1 dt,

which satisfies (7) together with G(0) = 0, G′(0) = 1. The function G(x) is
the exponential generating function of an integer sequence (gn)n∈N (sequence
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A000932 in [OEIS]) which satisfies the same recurrence (6) of the sequence
(an)n∈N with the initial values g0 = 0, g1 = 1.

It is possible to derive some formulae for (gn) similar to the ones in Section 2,
but the situation in this case is more complicated, especially when considering
the greatest common divisor of gn and gn+1.

Writing e−x−x2

2 =
∑∞

n=0

cn
n!

xn and arguing as in Section 2 gives

cn =
∑
2s≤n

(−1)n+s

(
n

2s

)
(2s− 1)!!,

from which we obtain with some manipulations

gn =
∑
r≥1

(
n

r

)
an−rcr−1

=
∑
r≥1

(
n

r

)
·

(∑
h

(
n− r

2h

)
(2h− 1)!!

)
·

(∑
k

(−1)r+k−1

(
r − 1

2k

)
(2k − 1)!!

)

=
∑
h,k

(2h− 1)!!(2k − 1)!! ·

(
n−2h∑

r=2k+1

(−1)r+k−1

(
n

r

)(
n− r

2h

)(
r − 1

2k

))

where, for a fixed n, the summation range of the inner sum is nonempty only
for finitely many h and k.

This expression may be further simplified. Rearranging

(
n

r

)(
n− r

2h

)
into

(
n

2h

)(
n− 2h

r

)
and applying the more standard formula

a∑
r=b+1

(−1)r
(
a

r

)(
r − 1

b

)
= (−1)b−1 for a ≥ b+ 1,

we see that, if n, h, k are three non-negative integers such that 2k+1 ≤ n− 2h,
the equality

n−2h∑
r=2k+1

(−1)r+k−1

(
n

r

)(
n− r

2h

)(
r − 1

2k

)
= (−1)k

(
n

2h

)

holds.
Therefore we can write

(13) gn =
∑
h

(
n

2h

)
(2h− 1)!!

∑
2k≤n−2h−1

(−1)k(2k − 1)!!.
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In order to understand the arithmetic relationship between an and gn, fix
an odd prime ℓ and define σℓ to be the limit, in the ℓ-adic topology, of the
converging series

σℓ =
∞∑
k=0

(−1)k(2k − 1)!! ∈ Zℓ.

The product anσℓ can be written, in Zℓ, as

anσℓ =

(∑
h

(
n

2h

)
(2h− 1)!!

)(∑
k

(−1)k(2k − 1)!!

)

=
∑
h,k

(2h− 1)!!(2k − 1)!!(−1)k
(
n

2h

)
.(14)

By comparing the expansions (13) and (14) we see that, as n grows to
infinity, more and more terms of the two series agree, thus proving that

gn − anσℓ
n→∞−−−→ 0 in Zℓ.

In fact the convergence can be quantified, and we obtain that

gn ≡ anσℓ (mod ℓe) ∀n ≥ 2ℓ(e+ 1)− 1.

Denote now by vℓ the ℓ-adic valuation, and define d′n = gcd(gn, gn−1). From
these congruences we see that

vℓ(d
′
n) = vℓ(dn) + vℓ(σℓ) = vℓ(σℓ)

holds for all n sufficiently large (if σℓ = 0 the statement should be interpreted
as the fact that lim

n→∞
vℓ(d

′
n) = ∞).

The matter of understanding the valuations vℓ(σℓ) seems very complicated.
There are primes for which this valuation is greater than zero—we found 3,
17, 1789 and 12583—but we do not know if this happens for infinitely many
primes; we do not even know if there is a prime ℓ such that σℓ = 0.

A theorem of Chudnovsky (see [DGS94, Chapter VIII]) implies the rather
weak conclusion that there exist infinitely many odd primes ℓ such that σℓ ̸= 0.
Notice that other behaviours are indeed possible for similarly-defined series: it
is an elementary exercise to show that

∑N
n=0 n ·n! = (N +1)!− 1, therefore the

series
∑

n≥0 n · n! converges ℓ-adically to −1 for every prime ℓ.

We conclude with the computation of the 2-adic valuation of gn.
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P r o p o s i t i o n 13.

v2(gn) = v2(an) = en ∀n ≥ 8,

where en is the exponent defined in Proposition 9.

P r o o f . We argue as in Proposition 9. It is enough to notice that the
sequence gn satisfies the same recurrence as the sequence an and so it also
satisfies the recurrence (12). By direct computation we check that gn/2

en is an
odd integer for 8 ≤ n ≤ 15, and the same proof applies.

4 - Second solution

Now we present a solution which turns out to be essentially the same of
Gheorghe’s, which he kindly sent us.

4.1 - Another elementary solution

If we define fn(x) = 1 +
n

x
, we see that xn+1 = fn(xn), so that one is led

to study the dynamics of the sequence of functions fn; we note that in this
solution the arithmetic comes into play only at the end, whereas one starts just
by studying the dynamics from the real variable viewpoint.

Let us call yn =
1 +

√
4n+ 1

2
the (positive) fixed point of fn. Plainly we

have that if x < yn then fn(x) > yn and vice versa.
We can prove by induction that

L emma 14. For every n ≥ 4 we have

(15) yn−1 =
1 +

√
4n− 3

2
< xn <

1 +
√
4n+ 1

2
= yn.

P r o o f . By a direct computation, we have
1 +

√
13

2
<

5

2
<

1 +
√
17

2
, which

establishes the basis of the induction. Assuming (15) holds for n, by the previ-
ous remark we have that yn < xn+1, so we need only to prove that

1 +
n

xn
< yn+1.

By the inductive hypothesis, it is enough to show that

1 +
n

yn−1
< yn+1, i.e.,

1 +
2n

1 +
√
4n− 3

<
1 +

√
4n+ 5

2
,
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which is an elementary, though tedious, computation.

R ema r k 15. For the values of n smaller than 4, we have x3 = y2 = x2 = 2
and x1 = y0 = x0 = 1.

L emma 16. For every n ≥ 1 the interval (yn−1, yn) does not contain any
integer.

P r o o f . Let us now assume that for some n ≥ 1 there is an integer k ∈
(yn−1, yn). Then we have

1 +
√
4n− 3

2
<k <

1 +
√
4n+ 1

2
,

√
4n− 3 < 2k − 1 <

√
4n+ 1,

4n− 3 < (2k − 1)2 < 4n+ 1.

However the last line gives a contradiction modulo 4.

The two lemmas together immediately imply that the only integral values
of the sequence are x0, . . . , x3.

4.2 - A different interpretation of the same argument

Essentially the same solution may be reached by a slightly different ap-
proach.

The same conclusion as before can be reached if we show that n − 1 <
x2n − xn < n for n ≥ 4.

We argue by induction. The inequalities are verified by direct inspection

for n = 4, since 3 <
25

4
− 5

2
< 4.

Now let tn = x2n − xn, and assume that the inequalities hold up to n. We
may write tn+1 as

tn+1 = x2n+1 − xn+1 = xn+1(xn+1 − 1) =

(
1 +

n

xn

)
n

xn
=

n(xn + n)

x2n
.

By the induction hypothesis we have:

x2n < xn + n =⇒ tn+1 > n
(xn + n)

xn + n
= n

and

x2n > xn + n− 1 =⇒ tn+1 < n
xn + n

xn + n− 1
< n+ 1

since xn > 1.
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5 - Further observations to the second solution

5.1 - A linear fractional representation for the sequence (Xn)

We can iterate the recursive formula (1) to obtain Xn+2 = 1 +
n+ 1

1 + n
Xn

=

(n+ 2)Xn + n

Xn + n
; in general, Xn+k may be expressed in two different ways: first,

by a kind of continued fraction involving Xn and the integers in {n, . . . , n +
k − 1}, second, by a linear fractional transformation in Xn, namely Xn+k =

Mn,k(Xn) =
αn,kXn + βn,k
γn,kXn + δn,k

, for suitable integer coefficients depending on n, k;

here Mn,k denotes the matrix

(
αn,k βn,k
γn,k δn,k

)
.

These matrices satisfy the recurrence

Mn,k+1 =

(
1 n+ k
1 0

)
Mn,k.

In particular, if we consider the expression of Xn in terms of X, we can ex-
press the matrices involved in terms of the sequences (an) and (gn) introduced
previously, and it is easily shown by induction that

Xn = M1,n−1(X) =
gnX + an − gn

gn−1X + an−1 − gn−1
∀n ≥ 1.

Using this representation, it is possible to extend the arguments in Section 4.1
to prove the full Theorem 2.

P r o o f o f T h e o r em 2. The first statement follows as in Section 4.1 if we
show that

yn−1 < Xn < yn ∀n ≥ 14.

The inductive step has been already shown in the proof of Lemma 14, so we
only need to show that the inequality holds for n = 14.

By expanding X14 as M1,13(X1) as explained above, we obtain that

X14 =
195330X + 103480

46779X + 24284
,

and therefore

y13 =
1 +

√
53

2
<

195330

46779
< X14 <

103480

24284
<

1 +
√
57

2
= y14;
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this proves the first assertion.
For n = 3, . . . , 13 one can examine the analogous expressions of Xn as a

rational function of X and check when the image of (0,+∞) under the map
M1,n−1(X) contains an integer number. This only happens when X is one of
the four values listed in the statement, which generate the following sequences,
the last of which is the sequence (xn) of the original problem.

4

51
,
55

4
,
63

55
,
76

21
,
40

19
,
27

8
,
25

9
,
88

25
,
36

11
,
15

4
,
11

3
, 4, 4,

17

4
, . . .

1

3
, 4,

3

2
, 3,

7

3
,
22

7
,
32

11
,
109

32
,
365

109
,
1346

365
,
2498

673
,
9901

2498
,
39877

9901
,
168590

39877
, . . .

2

3
,
5

2
,
9

5
,
8

3
,
5

2
, 3, 3,

10

3
,
17

5
,
62

17
,
116

31
,
457

116
,
1849

457
,
7790

1849
, . . .

1, 2, 2,
5

2
,
13

5
,
38

13
,
58

19
,
191

58
,
655

191
,
2374

655
,
4462

1187
,
17519

4462
,
71063

17519
,
298810

71063
, . . .

5.2 - The denominators tend to infinity

A variation of the argument in Section 4.2 can be used to show that the
reduced denominator of xn grows to infinity.

One can show that

(16) xn =
√
n+

1

2
− 1

8
√
n
− 1

8n
+ o

(
1

n

)
for n → ∞,

which implies that

(17) x2n − xn − n+
1

2
= O

(
1√
n

)
for n → ∞.

From this we can deduce that Dn ≫ n1/4, where Dn is the reduced denominator
of xn. Indeed if it were not so, equation (17) would imply that, for infinitely
many n, the equality

x2n − xn − n+
1

2
= 0

holds. For those values of n we would have that

xn =
1 +

√
4n− 1

2
=

√
n+

1

2
− 1

8
√
n
+O

(
1

n3/2

)
,

which is in contradiction with (16).
Appealing to a general theory of asymptotic expansions of recurrence se-

quences, a refinement of this argument gives us the proof of Theorem 3.



16 r. dvornicich, f. veneziano and u. zannier [16]

P r o o f o f T h e o r em 3. It can be shown (see [BT33] and [WZ85, Ex-
ample 2.1]) that for any natural number r there exist coefficients ci such that
an asymptotic expansion of the form

(18) Xn =

r∑
i=−1

cin
−i/2 +O(n−(r+1)/2) for n → ∞

holds; these coefficients must be rational and can be worked out by imposing
that this expansion satisfies the recurrence (3).

Therefore, for any positive integer k we can find polynomials a, b, c ∈ Q[n]
of degree at most k, not all zero and such that equation (17) can be improved
to

a(n)X2
n − b(n)Xn − c(n) = O(n−k/2).

Indeed finding the coefficients of such polynomials amounts to the resolution of
a linear system with 3k + 3 unknowns and 3k + 2 equations whose coefficients
are polynomial expressions of the ci with integer coefficents; this guarantees the
existence of a non-zero solution. Furthermore, the fact that Xn ∼

√
n assures

us that a(n) is not identically zero.
Then either the reduced denominators of Xn grow at least as fast as nk/4,

or

(19) a(n)X2
n − b(n)Xn − c(n) = 0

holds for infinitely many n.
If this is the case, then the expansion at infinity of the algebraic function

φ(t) =
b(t) +

√
b(t)2 + 4a(t)c(t)

2a(t)

must coincide with (18), and φ(t) satisfies the recurrence

(20) φ(t+ 1) = 1 +
t

φ(t)
.

Now we show that this is impossible.
Let δ(t) ∈ Q[t] be the squarefree part of b(t)2 + 4a(t)c(t), so that φ(t) ∈

Q(t,
√
δ(t)). The set of the roots of δ is the ramification locus of φ, if we think

φ as a map between the algebraic curve defined by b(t)2 + 4a(t)c(t) = u2 and
P1.

The functional equation (20) implies that
√
δ(t+ 1) ∈ Q(t,

√
δ(t)), which

implies that the set of roots of δ is invariant under translation by 1. But this
is a finite set, so it must be empty, which means that φ is a rational function.
This is impossible because the expansion (18) begins with

√
n.
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This shows that the denominators of Xn grow faster than nk/4. The same
argument holds for all k and all initial data X and therefore a bound as in
the statement of the theorem may be obtained by changing the exponent and
taking Ck,X sufficiently large.

To check that the result is effective notice that the coefficients ci can be
worked out algorithmically from the recurrence; for every fixed r, expansion (18)
may be converted in an explicit inequality which may be proved by induction;
the coefficients of the polynomials a, b, c are determined by a linear system
involving only the ci.

R ema r k 17. We sketch an alternative argument that can be used to con-
clude the proof. Arguing as above, we see that Xn = φ(n) holds for all n large
enough, because both sequences satisfy the same recurrence.

Notice that, using the fact that Xn =
√
n +

1

2
+ o(1), we have X2

n =

n+
√
n+ o(

√
n), and we see that in (19) the leading term of a must cancel out

the leading term of c in the term of degree k+1, while the leading term of amust

cancel out the leading term of b in the term of degree k +
1

2
. This shows that

deg c = 1 + deg a and deg b = deg a, and that we can assume the polynomials
a, b, c to be all three monic; we can also assume them to be coprime.

From (19), using (3) to express Xn in terms of Xn+1, clearing out denom-
inators, and shifting indices by one, we obtain a second quadratic relation for
Xn with coefficients in Q[n]. This relation must be proportional to (19), oth-
erwise it would be possible to eliminate X2

n from the two relations and express
Xn as a rational function of n, against the fact that Xn ∼

√
n.

Writing out what it means for these two relations to be proportional we
obtain the system

(21)

{
a(n) ((n− 1)b(n− 1)− 2c(n− 1)) = −b(n)c(n− 1)

a(n)
(
(n− 1)2a(n− 1) + (n− 1)b(n− 1)− c(n− 1)

)
= c(n)c(n− 1).

Because a, b, c are coprime we see that a(n)|c(n− 1), so that c(n− 1) is equal
to a(n) times a linear factor. This linear factor must be equal to n− 1 because
otherwise it would divide b(n−1) and a(n−1) as well, against the coprimality.

Therefore we can write c(n−1) = (n−1)a(n), obtain from the first equation
of (21) that a(n) = (b(n) + b(n − 1))/2, and use it to eliminate both a and c
from the second one. In this way we reach

(22) nb(n+ 1) + (n+ 1)b(n)− nb(n− 1)− (n− 1)b(n− 2) = 0,

which gives a contradiction when comparing the coefficients of the terms of
degree deg b.
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Ac k n ow l e d gm e n t s. We thank the anonymous referee for his/her useful
comments and interesting new questions.
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