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1 - Introduction

Let (©1,£2) be a pair of nonempty subsets of Banach Algebra X and A, B
and C' are nonlinear operators of X. Our main goal in this work is to take up
the approximation problem of the form:

find (z,y) € Q1 X Q9 such that
(PP) { (z,y) 1 2

z = A(z).B(y) + C(x) and ||z — y|| = dist(, ),

where dist(Q21,Q2) = inf{|lz —y|| : x € Q1,y € Q2}. Note that when Q; =
Q9 this problem is already studied in the literature by several authors, see
[4,5,7,10,12,18,19]. And, when A = 1 we find the Krasnosel’skii-type problem
see [15,25] for more details.

On the other hand, under suitable conditions on A, B and C we define
the operator T := (%)71 oB: Q1 UQy — Q1 Uy such that T(Q) C Qo
and T'(2) C ©;. In contrast to the results of [10,15,25] where ; = g, the
interested case here is when 1Ny = @. In the event that 21N is nonempty,
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then the mapping T restricted to €21 N Qs is a self mapping and a solution of
equation (PP) is a fixed point of T'. However, if T" is a non-self mapping, it is
contemplated to explore to find an x* € 2; satisfying

|a* — T(z*)| = dist(Q, Q).

This point z* € )y is said to be a best proximity point of 1. Recall that a
mapping T : Q1 U Qs — 4 U Qs is called relatively nonexpansive if

IT(x) = Tl < llz = yll,
for all z € 2 and y € Qs.

In [22], Eldred et al. using the proximinal normal structure, they proved
the existence of best proximity points for relatively nonexpansive mappings in
Banach spaces. This class of mappings is much larger than nonexpansive map-
pings. The work of the fore-mentioned authors generalizes the notion of normal
structure introduced by Brodskii and Milman [14]. Furthermore, Sankar and
Veeramani in [29] have used convergence theorems to prove the existence of a
best proximity point. For more, the interested reader can consult [1,9,16,23]
and the references therein.

In the present paper we generalize the cornerstone of [11], namely Lemma
3.1, and we prove some best proximity point theorems where the involving
operators are weakly sequentially continuous. Our results solve the problem
(PP) for two and three operators. An example is given to support the usability
of our results. Many recent results in this area have been improved.

2 - Preliminaries

Let X be a Banach space endowed with the norm ||.|| and with the zero
element . We denote by B, (z) the closed ball centered at x with radius r. For
a subset Y of X, we write Y, Y, convY , and convY, to denote the closure,
the weak closure, the convex hull and the closed convex hull of the subset Y,
respectively. If Y is weakly compact, the set Y is said to be relatively weakly
compact. Moreover, we write x,, — = and z,, — = to denote, respectively, the
strong convergence (with respect to the norm of X) and the weak convergence
(with respect to the weak topology of X) of a sequence (x,), to z.

Recall that an algebra X is a vector space endowed with an internal com-

position law noted by ”.” i.e.,

{ X xX =2 X
(z,y) = z.y
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which is associative and bilinear. A normed algebra is an algebra endowed
with a norm satisfying for all z,y € X; ||lz.y|| < ||z|/|lyll. A complete normed
algebra is called a Banach algebra. In general, the product of two weakly
sequentially continuous mappings on a Banach algebra X is not necessarily
weakly sequentially continuous, to overcome this obstacle, the authors in [10]
introduced new class of Banach algebras:

Definition 2.1 ([10]). We will say that the Banach algebra X satisfies
condition (P) if for any sequence (zp)n>0 and (yn)n>0 in X such that x,, — x
and y, — y, then x,.y, — z.y

In addition, the authors in [10] showed that every finite dimensional Banach
algebra satisfies condition (P). And, if E satisfies condition (P) then C (K, FE) is
also a Banach algebra satisfying condition (P), where K is a compact Hausdorff
space.

Theorem 2.2 ([20]). Let S be a Hausdorff compact space and E be a
Banach space. A bounded sequence (fn)n C C(S,E) converges weakly to f €
C(S, E) if and only if, for every t € S, the sequence (f,(t)), converges weakly

(in E) to f(t).

On the other hand, the theory of condensing operators start with the result
of Sadovskii [28]. Before we define condensing mappings, we need to present the
concept of weak measure of noncompactness. Let Pyq(X) denote the collection
of all nonempty bounded subsets of X. We recall that a function 1 : Pyy(X) —
Ry is said to be a measure of weak non-compactness (MWNC, for short) on
X, if it satisfies the following four properties:

(i) n(conv(Y)) = n(Y), for all bounded subsets Y C X,

(ii) Monotonocity: For any bounded subsets Y7,Y> of X we have

Y1CcY = 7](Y1) < 77(Y2).
(iii) Non-singularity: n(Y U{a}) =n(Y) for all a € X, Y bounded set of X.
(iv) n(Y) =0 if and only if YV is relatively weakly compact in X.

The MWNC 7 is said to be positive homogeneous provided

nAY) =An(Y), forall A >0 and Y € Ppy(X).
The MWNC 7 is said to be sub-additive, if
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n(Y1+Yz) <n(Y1) +n(Yz), for all Y1,Ys € Ppg(X).

The above notion is a generalization of the De Blasi measure of weak non-
compactness w (see [17]) defined on each bounded set Y of X by

w(Y) = inf{e > 0, there exists a weakly compact set D
such that Y € D+ B.(0)}.

It is well known that w is homogeneous, sub-additive and satisfies the set
additivity property

w(Y1 UY3) = max{w(Y7),w(Y2)}, Y1,Ys € Py(X).

Note that w is the counterpart for the weak topology of the classical Haus-
dorff measure of non-compactness. For more examples and properties of mea-
sures of weak non-compactness, we refer the reader to [3,5,6,26,27].

Let © be a subset of a Banach space X and w be a measure of weak non-
compactness, and k € [0,1). An operator T : Q — X is called

1. k—Lipschitzian, if | T(z) — T(y)|| < k||z — y|| with k£ > 0 and (z,y) € Q2.
If Kk =1, T is called nonexpansive and if k € [0,1), T is called a contrac-
tion.

2. D-Lipschitz if there exists a continuous nondecreasing function ®p :
R4 — R, satisfying

[Tz — Tyl < @r([lx — yll)
for all z,y € X with &7(0) = 0;

3. w—condensing, if w(T(A)) < w(A) for any bounded set A C Q with
w(A) > 0;

Recall that a mapping mapping T : 1 U Qs — Q1 U Qq where (Q1,Q2)
is a pair of subset of a Banach space X is called cyclic if T'(£21) C Q9 and
T(Q2) C Q1. In the sequel, we shall consider the following condition: Let
T:Q — X be a mapping.

(H) If (zn)n>0 is a weakly convergent sequence in €2, then (T'zy),>0 has a
weakly convergent subsequence in X.

Theorem 2.3 ([2]). Let T be a D-Lipschitz mapping defined on a Banach
space X with a D- function . If, in addition, T satisfies (H), then, for each
bounded subset M of X we have w(TM) < @(w(M)), where w stands for the
De Blasi measure of weak noncompactness.
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One of the advantages of the weak topology of a Banach space X is the fact
that if a set 2 is weakly compact, then every sequentially weakly continuous
mapping F : 1 — X is weakly continuous. This is an immediate consequence
of the Eberlein-Smulian theorem (see [21, Theorem 8.12.4, p. 549]).

Theorem 2.4 ([24]). Let K be a convex closed set of a Banach space X
and let T : K — K be a single-valued mapping with T(K) is bounded. If T is
weakly sequentially continuous and weakly condensing, then T has a fized point.

Lemma 2.5 ([8]). Let X be a Banach algebra with a condition (P). Then
for any bounded subset D of X and weakly compact subset K of X, we have
w(D.K) < ||K||w(D), where ||K|| = sup{||z|| , = € K}.

To deduce our main result we will need to recall the notion of proximal
normal structure. Throughout this paper, (27,€23) denote the proximal pair
obtained from (£21,€22) upon setting

O ={x € Q : ||lx —y| = dist(Q, Q2) for some y € Qa}
Qg = {y €y ng — yH = diSt(Ql,QQ) for some x € Ql}

A pair (21,€2) in a space X is said to satisfy a property if both €1 and Q9
satisfy that property. For instance, (21,2) is closed (resp. convex, bounded)
if and only if 21 and 9 are closed (resp. convex, bounded). The pair (21, 2)
is not reduced to one point means that 2 and 2 are not singletons.

Definition 2.6. A pair (K7, K3) of subsets (€21,€2) of a normed linear
space is said to be a proximal pair if for each (z,y) € K7 x Ky there exists
(2',y) € K1 x Ko such that

lz =yl = ll2" — yll = dist(Q1, Qa).

Definition 2.7 (Proximal normal structure [22]). A convex pair (Qq, Q2)
in a Banach space is said to have proximal normal structure if for any closed,
bounded, convex proximal pair (Ki, K2) C (1, €Q2) for which dist(K;, K2) =
dist(Q1,Q9) and §(Kq, Ko) > dist(K;, K3), there exists (z1,22) € K1 x Ks
such that 5(.%‘1,[(2) < (5(K1,K2), 5(.%‘2,[(1) < 5(K1,K2), where (5(K1,K2) =
sup{||k‘1 — k‘g” k1€ Ky, ke € Kg}

Proposition 2.8 ([22, Proposition 2.2]). Every compact convex pair (2,
Q) in a Banach space has proximal normal structure.

Using the concept of proximal normal structure, Eldred et. al [22] proved
the existence of best proximity points for relatively nonexpansive mappings.
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Theorem 2.9 ([22, Theorem 1.2]). Let (Q1,Q2) be a nonempty, weakly
compact convez pair in a Banach space (X, ||.||), and suppose (Q1,82) has
prozimal normal structure. Let T : Q1 U Qs — Q1 U Qs be a cyclic rela-

tively nonezpansive mapping. Then, there exists (z,y) € Q1 X Qg such that
|2 = Tx|| = [|Ty — yl| = dist (€2, Q22).

For the sake of completeness we state the next lemma which is, Lemma 3.1
in [11].

Lemma 2.10 ([11]). Let Q be a nonempty closed convex subset of a Banach
space X, w is a MWNC on X and let T : QQ — Q be a w—condensing mapping
with bounded range. Assume T maps weakly compact sets into relatively weakly
compact sets, then there is a conver relatively weakly compact subset K of
such that T(K) C K.

3 - Main results

We start this section by generalizing the Lemma 2.10 above (see [11, Lemma
3.1]) where T" maps weakly compact sets into relatively weakly compact sets
and it is cyclic w—condensing.

Theorem 3.1. Let (21,Q2) be a nonempty closed convez pair of a Banach
space X, w is a MWNC on X and let T : Q1 U Qo — Q1 U Qs be a cyclic
and w—condensing mapping with bounded range. We assume T maps weakly
compact sets into relatively weakly compact sets and Qf is nonempty. Then,
there is a conver relatively weakly compact pair (H, K) C (21,Q2) such that
T(H)C K, T(K) C H and dist(H, K) = dist(Qy, Q2).

Proof. As Qf is nonempty, there exists (zo,¥o) € 21 x Q2 such that
dist(Q1,Q2) = ||zo — Yol|. We consider the family F of all bounded convex pair
(E,F) C (21,9Q2) such that (z,,y,) € Ex Fand T(E) C F, T(F) C E.

F is nonempty, indeed conv(T(21)U{yo}) C Q2, s0 T (conv(T (1) U{yo}))
C T(Q2) U{x,}. Therefore,

T (conv(T(Q1) U {yo})) C conv (T (conv(T (1) U{yo}))) C conv(T(Q2)U{z,}).
Similarly, we have T (conv(T(Qs) U {2,})) C conv(T(1) U {y,}). Hence,
(conv(T () U {z0}), conv(T (1) U {y,})) € F.
Let H = Nper, B, K = per, F, where

F1 ={E C y: there exists F' C 9 such that (E,F) € F}
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and
Fo={F C Qq: there exists E C Q; such that (E, F) € F}.

Note that the pair (H, K) is convex and (x,,y,) € H x K. We have T'(H) =
T(Nper, E) € Nper, (T(E)) € Nper, F = K. Similarly, T(K) C H. Hence,
(H,K) e F.

We now show (H, K) is relatively weakly compact. Let H, = conv(T(K)U
{zo}) and K. = conv(T(H) U {y,}). We have (H.,K.) C (H,K), so
(T(H.), T(K.)) C (T(H),T(K)) C (K, Hy), therefore (H,,K,) € F and
(H., K,) = (H,K). Hence,

H = conv(T(K)U{x,}) and K = conv(T(H) U {yo}).

We put a = sup{w(C) : C' is subset of H} and b = sup{w(D) : D is subset
of K'}. There exist two sequences (Cy,)p>1 and (Dy,)n>1 of subsets of H and K
respectively such that lim w(C),) =aand lim w(D,)=>5. Let C = Up>1C),

n—-4o00 n—+400

and D = Up>1D,. We have w(C),) <w(C) < a and w(D,) < w(D) < b, for all
n € N\ {0}. Taking n — 400, we obtain w(C) = a and w(D) = b.

Assume that b < a. Let « € C. There exists p, € N\ {0} and z1,--- , 2, €

Pa
T(K)U{z,} such that z = Z A2k, where A\, > 0, for all k € {1,--- ,p,}, and
k=1
Pa

Z)\k =1. Let I, ={i€{l,--- ,ps} : zi = xo}. Forevery k € {1,--- ,ps}\
k=1
I, there exists u; € K such that zp = T(ug). We put P, = {uy : k €

{1+, pe\L}, and P = UpeePy. Sincez = (D N).wo+ Y MeT(w)
i€l, ke{1, pe P\l

€ conv(T(P) U {x0}), so C C conv(T(P) U {x,}). We have, T(2; U Qg) is

bounded, so also are H, K, C and P. If w(P) > 0, then w(C) < w(T(P)) <

w(P) < b, because T is w—condensing. We obtain a < b, a contradiction.

W

Hence, w(P) = 0, so P is weakly compact. By hypothesis, T(P") is
relatively weakly compact. Therefore,

=W

w(C) < w(T(P)) < w(T(P*)) = 0.

Thus, w(C) =01ie. a=0=0.

Let (zy)n>1 be a sequence of H, so w({z, : n € N\{0}) < a =0. Thus, H is
relatively weakly sequentially compact and now the Eberlein-Smulian theorem
guarantees that H is relatively weakly compact. Similarly, w(D) =0, so K is
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relatively weakly compact. As (z,,9,) € H X K and ||z, — yo|| = dist(£21, Q2),
then
lzo — yol = dist(H, K).

g

Definition 3.2. Let (o, 8) € (Ry)? and ¢,7 : Ry — R, two mappings.
We say that the pair (¢,1) has the property (o, 3)-monotone if
(i) ¢(0) =0=1(0),
(ii) I—o.¢p—pB.1) isnondecreasingon Ry and lim (r — ad(r) — Bp(r)) = +oo

T—+00
where I stands for the identity mapping.

Remark 3.3. If (¢, ) has the property (a, 3)-monotone and ¢, ¢ are con-
tinuous, then the mapping I — a.¢p — 8.9 : Ry — R is invertible.

Example 3.4. Let ¢,¢ : Ry — Ry be the mappings defined by :
¢(r) = log(r + 1) and Y(r) = g, for allr € Ry.

So, the mapping I — %qb — ¥ : Ry — Ry has the property (%, 1)-monotone.

Recall that an operator A from a Banach algebra X is said to be regular
on X if A maps X into the set of all invertible elements of X.

Theorem 3.5. Let (Q1,8%) be a nonempty closed convex bounded pair of
a Banach algebra X satisfying condition (P). Suppose (Q21,Q2) has prozimal
normal structure and €9 is nonempty set. Let A,C' : X — X and B : 1 U
Qo — X be three weakly sequentially continuous operators which satisfy the
following conditions:

(i) A is regular on X, A(21 UQs) is relatively weakly compact and || A|| < 1.

(i) A and C are D-Lipschitz with the D-functions ® 4 and ®c respectively,
B(21 U Q9) is bounded with bound M, M®4(r) + ®c(r) < (1 — || Al])r,
forallr >0, and I — M® 4 — ®¢, is nondecreasing,

(iii) B is cyclic relatively nonexpansive and w—condensing on 1 U g,
(iv) o = A(x).B(y) + C(x),y € Qs = x € Q;, Vi, j € {1,2} with i # j.
Then, there exists (z,y) € 1 x Qo such that

x — A(x).B(x) — C(x)
A(x)

‘ _ dist(Q1, Q) = Hy—A(y)-B(y) —Cy) H

A(y)
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Proof.

e Let y be fixed in 2 U )3 and let us define the mapping F, on X by
Fy(x) = A(z).B(y) + C(z), forallz e X.
Let x1, 22 € X. The use of assumption (ii) leads to

1Ey (1) = Fy(2)|| < | A(21)-B(y) — A(x2).B(y)|| + |C (1) — Cla2)]]
< [[A(z1) = Alz2) | [ BW)]| + [C(21) = Ca2)|
< MO([|z1 — z2)) + (|21 — z2f)-

Now an application of Banach contraction leads to the existence of a

unique point z, € X such that Fy(z,) = x,. Hence, the operator
T:= (%)_1 B: Q1 UQy — X is well defined.

e Moreover, assumption (iv) implies that T'(21) C Qo and T'(22) C Q4.
Indeed, let z € ©; and y € X such that y = A(y).B(z) + C(y), so
T(x) = (158) " B(z) = y € Q. Similarly, for all y € Qy, T(y) € Q.
Hence, T is cyclic on €1 U Qs.

e The operator T : 21 UQs — QU is weakly sequentially continuous and
w-condensing w.r.t. the measure of weak noncompactness of De Blasi. In-
deed, consider (z,)n>0 as a sequence in 3 Uy that is weakly convergent
to x. In this case, the set {z,, : n € N} is relatively weakly compact, and
since B is weakly sequentially continuous, then {B(z,) : n € N} is also
relatively weakly compact. Using the following equality

3.1)  T(z) = A(T(2)).B(z) + C(T(z)) forall z € Q1 UQ,

combined with the fact that A(Qq U Qs) is relatively weakly compact, C
is D-Lipschitz and ®¢(r) < r, for all » > 0, we obtain if w({T(z,) : n €
N}) >0,
w{T(zy) :n e N}) <w{A(T(zy)).B(xy):n € N})
+w{C(T(zy)):n € N})
< [[Aflw({B(zn) : n € N}) + @c({w(T'(xn)):n € N})
< Oo({w(T(zy)):n € N})
<w({T(x,):n € N}),
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which is in contradiction. Hence, {T'(x,) : n € N} is relatively weakly
compact. Consequently, there exists a subsequence (zy, )r>0 of (n)n>0
such that (T'(zp,)k>0 is weakly convergent to y € Q3 U Qa. We put

Yn), = (%)71 B(zp, ), for all k € N. However the subsequence (yn, )k>0

satisfies

Yny — C(ynk) = A(ynk)B(x”k)
Therefore, from assumption (iii) and in view of condition (P), we deduce
that y satisfies

or, equivalently
A

Next we claim that the whole sequence (z,,),>0 satisfies

T(2n) = (I_AC> Bl — T(a).

Assume that there exists a subsequence (2, (n))n>0 of (Zn)n>0 and a weak
neighborhood V* of T'(z) such that T(z,(,)) ¢ V%, for all n € N.
Since (:Ug(n))nzo converge weakly to z, we may extract a subsequence
(chow(n))nzo of (xo(n))nZU such that T(xaow(n)) — Tz and T(Igow(n)) ¢
V%  a contradiction. Hence, T'(z,) — T'(x); it follows that T is weakly
sequentially continuous.

T is w—condensing. Indeed, let N be a subset of Q3 UQy with w(N) > 0.
We have T'(N) C A(T(N)).B(N)+ C(T(N)), so

w(T(N)) < w(A(T(N)).B(N)) +w(C(T(N)))
< [[A[f w(B(N)) + @c(w(T(N)))

(I = @c)(w(T(N))) < [[Allw(B(N)).

By hypothesis (ii), I — ®¢ is nondecreasing (since 7 +— (I —M® 4 — D) (1)
is nondecreasing), continuous, (I — ¢¢)(0) = 0 and liril (I —®c)(r) =
r—+00

+00, then I — ¢ : Ry — Ry is invertible. We have also
Co(r) < (1| Al)r & [|Allr < (I = @c)(r) & (I - @c) " ([Allr) <7,
for all » > 0, as B is w-condensing, we get
W(T(N)) < (I = 2c)" (| Alw(B(N))) < w(B(N)) < w(N).

Thus, T is w-condensing.
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e By Theorem 3.1, there is a convex relatively weakly compact pair (H, K) C

(©1,9Q9) such that T(H) C K, T(K) C H, and dist(H, K) = dist(Q1, Q2).
Let (H',K') C (H,K) be a closed, bounded, convex proximal pair for
which dist(H', K') = dist(H,K) and 6(H',K') > dist(H',K’). As,
dist(H', K') = dist(H, K) = dist(Q1,Q2) and (24, Q2) have proximal nor-
mal structure, there exists (z,y) € H'x K" such that 6(z, K') < 6(H', K'),
d(y,H') < 6(H',K"), where 6(H',K') = sup{|la —b|| :a € H' , b € K'}.
Thus, (H, K) have proximal normal structure.

The mapping T': H U K — H U K is cyclic and relatively nonexpansive.
Indeed, let (z,y) € H x K, The use of assumptions (ii) and (iii) leads to

IT(z) = T(y)ll < [A(T(x)).B(z) = A(T(y))-By)|l + |C(T(z) = C(T(y)]]
< [JA(T(x)) = AT Bl + |1B(x) = Byl [|Al
+C(T(z) = C(T ()]
< [[A[lllz =yl + M| T (x) — T(y)II)
+ @c([T(x) = T())-

Since, (P4, Pc) has the property (M, 1)-monotone and ® 4, P are con-
tinuous, then I — M ¢4 — ®¢ is invertible, so
IT(z) =Tyl < (I —Mds— ) (|Allllz— yl)
We have also M® 4 (r)+®@c(r) < (1—[|A||)r, so (I-M®s—c) (|| Alr) <
r, Vr > 0. Hence,
1T (2) =Tl < [z -yl

Thus, by Theorem 2.9 there exists (z,y) € H x K such that ||z —T'(z)| =
dist(H,K) = |ly — T(y)||. And since dist(H, K) = dist(,2), then

_on-1 . o1
lz — (558) 7 B(a)|| = dist(21,Q2) = [y — (55¢) " B)ll.
Let z = (559) 7" B(x). So (1I59) (2) = B(x) € Qs and = € Q. By (i),
B is cyclic relatively nonexpansive on €2 U s, so

z—A(z).B(z) — C(z2) I1-C
" Y)¢)-B

i ) -Be)
< ||B(z) — B(2)||
< |z — 2|

- (I‘AC) <B<x>>H

= diSt(Ql, QQ)

diSt(Ql, Qg) S

<
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Similarly we obtain

H y — A(y)-By) — C(y)
A(y)

H = diSt(Ql, QQ)
O

Remark 3.6. Note that the hypothesis A, B and C' are weakly sequentially
continuous in Theorem 3.5 can be replaced by one of the following conditions:

1. B and (%) are weakly sequentially continuous, without Banach algebra
X satisfying the condition (P).

2. The operators A, B and C have to satisfy the condition (#).

Remark 3.7. Recall that, every Lipschitz mapping is D-Lipschitz, so if
we replace condition (ii) in Theorem 3.5 by

(ii’) the operators A and C are Lipschitzian mappings with constants k4 and
k¢, respectively, B(€1UQ2) is bounded with bound M, and Mk +kc <
1—[|A],

we get the same conclusion as Theorem 3.5.

Remark 3.8. We can drop the assumptions A(2; US2s) is relatively weakly
compact and the operators A, B and C' are weakly sequentially continuous from
Theorem 3.5 and replace them by the pair (1,2) is weakly compact. On
the other hand, since every closed convex subset of a reflexive Banach space
is weakly compact we can get the same result when the Banach algebra is
uniformly convex.

Example 3.9. Consider the Banach algebra X = C(J,R) of all continuous
real-valued functions on J = [0, 1], endowed with the sup-norm ||.||, defined by

[2]loo = sup{|z(®)] ; t € J},

for each x € X. Let (21,82) be the pair of the nonempty sets of X defined by:

<az(t) <

t
le{:ﬁ:t—>/:U(s)ds:xEXanthEJ, }
0

| =+
| o

and

t
t
ng{g:t%/y(s)ds ryeX andVt € J, %Sy(t)gt}.
0
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e Foreach € Qq andt € J,

t 2
i1 < [ lalas < 5.

s0 ||Z]loc < &. Similarly, for all § € Qa, [|flloc < 5. Thus, (Q1,) is
bounded.

Let £1,79 € Q1 and X\ € J, we have, for allt € J,

O+ (1 — N (1) = /Ot(m1 (1= Naw)(s) ds,

then "
5 < (Az1 + (1 = A)z2)(t) <

PN

Thus, AZ1 + (1 — N)za € Q. Similarly, Qg is convex.
Let T € Qq and t,t' € J such that t < t',

E(t) — 5] < / o(s)] ds < 1t~/

Hence, Q1 is a family of equicontinuous functions and as it is is uniformly
bounded, by Arzela-Ascoli’s theorem, 1 lies in a compact subset of X,
and since it is closed it is compact. Similarly, Qs is compact in X. Con-
sequently, (Q1,Q2) has prozimal normal structure and € is nonempty set
(see Proposition 2.8 ).

For each (Z,5) € Q1 x Qg and t € J,

t t s s 2
50 =) = [ () —ats) s = [ (=) ds = 1.

SO
- . N - t 3 S 1
13 = flloe = sup |(¢) — 5(1)] = sup ( [&E-3 ds> _ L
teJ 0

Thus, dist(Q1, Q) = 1—16.

e Let B be the function defined on 1 U Qqy by

7 f T e
Ba= T Tt
o ifx ey
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where 1 : t — fg %ds and 1 : t — fot 3ds. Let (Z,7) € Q1 x Qg, we have

1
=~ >

SO

. _ L 1 .
1B(&) = B(@)lloo = 121 = F1lloo = 75 < 17 — Flloo-

Thus, B is cyclic relatively nonexpansive on Q1UQs and M = sup{||B(z)]| :
x € N UQ} = ||71]lco- Let N be a subset of Q1 UQs such that w(N) > 0.

W(B(N)) = w({B() : &€ N})
<w{Z1,01}) =0, since {Z1,71} is weakly relatively compact.

Thus, B is w—condensing on 21 U s,

Let A be the function defined on X by A(x) = a, where a(t) = % for all
t € J. The function A is D-Lipschitz with the D-function ®4 = 0, and

1Al = sup,ep [ A(2) [l = -

Let C be the function defined on X by C(x) = %x. For each (z,y) € E?,

1C() = CWleo < 21l — ylloo-

Then C' is D-Lipschitz with the D-function ®c(r) = %.r forallT > 0. In

addition,
(I — M®s — ®0)(r) = (I — o) (r) = %r

so the function I — M® 4 — ®¢ is nondecreasing, and for all r > 0,

(M®4 +@0)(r) = o < (1= Al

Let x € X and g € Qa. Suppose x = A(x).B(y) + C(x). For eacht € J,

2 . 9 .
o(t) = Aw(t). By(t) + Ca(t) = (é).(%) L8 6<t> 2, 5 G(t)’

so x(t) = % = fg 2ds. Thus, x € .

Let y € X and & € Qa. Suppose y = A(y).B(Z) + C(y). For eacht € J,
oY

2
y(t) = Ay(t).BZ(t) + Cy(t) = (6)(16) n 6(t) ?% +5346(>

soy(t) = 3t2 ft 35ds. Thus, y € Q.
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o — The mapping A is constant on X, so A is weakly sequentially con-
tinuous on X.

— The mapping B is weakly sequentially continuous on 1 and 29 since
it is constant on each part, as the pair (Q1,Q2) is closed and Oy N
Qo = 0 so B is weakly sequentially continuous on Q1 U Qs.

— Now, we show that C is weakly sequentially continuous on X; for
this, let (zp)n>0 in X such that z, — x € X, then (zp)p>0 is
bounded on X ; from Dobrakov’s theorem (see Theorem 2.2), we get
forallt € J, x,(t) = ().

Put Cx(t) = K(t,x(t)) for eacht € J and x € X. For allt € J, the
function K(t,.) : Ry — Ry defined by K(t,u) = %“ 18 continuous, so
is weakly sequentially continuous, so for allt € J, we have Cxp(t) —

Cx(t). Again, from Dobrakov’s theorem, we deduce that C(x,) —
C(z), then C is weakly sequentially continuous on X.

Hence by Theorem 3.5, there exists (x,y) € Oy x Qo such that

z— A(z).B(z) — C(z) y — A(y)-B(y) — C(y) H
Alz) A(y) -

= diSt(Ql,Qg) = H

‘ o0

That is ]
sup [o(t) — 21(8)] = 75 = sup[y() — 51(¢)|-
teJ

Hence} (a/;,y) = (glyjl)‘

Proposition 3.10. Let (21,9Q2) be a nonempty weakly compact convex
pair in a Banach algebra X. Suppose (Q1,Q2) has proximal normal structure.
Let A,C: X — X and B : Q1 UQs —> X be three operators which satisfy the
following conditions:

(i) A is regular on X and | Al < 1,

(ii) A and C are D-Lipschitz with the D-functions ®4 and ®¢ respectively,
B(21UQy) is bounded with bound M, and M® 4(r)+Pc(r) < (1—||A]|)r
forallr >0, and I — M® 4 — @, is nondecreasing,

(iii) B is cyclic relatively nonexpansive and w—condensing on 1 U g,
(iv) z = A(z).B(y) + C(x),y € Qi = x € Q;, Vi,j € {1,2} with i # j.
Then, there exists (x,y) € Q1 x Qg such that

x — A(z).B(x) — C(x)
A(z)

y — A(y)-B(y) — C(y) H _
Aly)

= disean, ) = |
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Proof. As the proof of the previous theorem; by (i) and (ii), we show
that T := (%)_1 oB:Q;UQy = X is well defined. Moreover, the use of
assumption (iv), T is cyclic on 1 U Qs.

By assumptions (ii), (iii) the mapping 7" : Q7 U Qo — Q4 U Q5 is relatively
nonexpansive.

Thus, by Theorem 2.9 there exists (x,y) € 1 x Q9 such that

y —Ay)-B(y) — C(y) H ‘
A(y)

x — A(z).B(x) — C(x)
A(x)

‘ = diSt(Ql,Qg) = H
O

In the same vein of the above theorem for two operators we have the next
result, the proof follows the same steps as in the proof of Theorem 3.5. For
sake of completeness we give the complete proof. Note that the Banach algebra
does not need to satisfy condition (P).

Theorem 3.11. Let (Q1,9Q2) be a nonempty closed convex bounded pair of
a Banach algebra X . Suppose (21,Q2) has proximal normal structure and €9
is nonempty set. Let C : X — X and B : Q1 U Qs — X be two operators
which satisfy the following conditions:

(i) C is D-Lipschitz with the D-function ®¢, ®c(r) <r, for all T > 0,

(ii) C is weakly sequentially continuous on X and B is weakly sequentially
continuous on 1 U o,

(iii) B is cyclic relatively nonexpansive and w—condensing on Q1 U g,
(iv) (I —C)~! is nonexpansive on Q1 U g,
(v) c=B(y) +C(z),y € Q; = x € Qj, Vi, j € {1,2} withi# j.
Then, there exists (z,y) € Q1 X Qg such that
[ — B(z) — C(x)|| = dist(21,Q2) = |ly = B(y) = C(y)]-
Proof.
e Let y be fixed in €1 U )y and let define the mapping G on X by

Gy(z) = B(y) + C(x), forall x € X.



[17]

BEST PROXIMITY POINT THEOREMS IN BANACH ALGEBRAS 261

Let x1, 29 € X. The use of assumption (ii) leads to

1Gy(21) — Gy(22)[| < [[C(21) = C(z2)]]
< [|C(x1) — C(a2)]|
< @o(llzr — o).
Now, an application of Boyd and Wong’s fixed point theorem [13, The-
orem 1] leads to the existence of a unique point z, € X such that

Gy(zy) = x,. Hence, the operator T := (I —C) 1o B: Q1 UQy — X is
well defined.

By assumption (v) we have T'(Q2;) C Q9 and T(Q2) C Q1. Indeed, let
x € Qp and y € X such that y = B(x) + C(y), so Tz = (I — C)"'B(z) =
y € Qo. Similarly, for all y € Qq, T'(y) € Q4. Hence, T is cyclic on Q7 UQs.

The operator T : 1 U Qs — Q5 U Qs is weakly sequentially continuous.
Indeed, consider (z,),>0 as a sequence in Q; U Qy that is weakly conver-
gent to x. In this case, the set {z,, : n € N} is relatively weakly compact,
and since B is weakly sequentially continuous, then {B(z,) : n € N} is
also relatively weakly compact. Using the following equality

(3.2) T(x) = B(z)+ C(T(z)) for all z € Q1 UQo,

combined with the fact that C'is D-Lipschitz and ®¢(r) < r, for all r > 0,
we obtain if w({T'(z,) : n € N}) > 0,

W({T(en) : 1 € N}) < w({Blan) : n € N}) + w({C(T(an)) : n € N})
w{B(zn) :n € N}) + @c({w(T(x,)) : n € N})
So({w(T(wn)) : n € N})
<w{T(x,) :n €N},

)
)

IN

IN

which is in contradiction. Hence, {T'(z,,) : n € N} is relatively weakly
compact. Consequently, there exists a subsequence (xy, )r>0 of (n)n>0
such that (T'(zp,)r>0 is weakly convergent to y € Q; U 2y. We put
Yn, = (I —C)"1B(z,,), for all k € N. However the subsequence (yn, k>0
satisfies

Yny — C(ynk) = B(xnk)

Therefore, from assumption (iii), we deduce that y satisfies
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or, equivalently
y=(—-C)"'Bx) =T().

Next we claim that the whole sequence (z,)n>0 satisfies
T(x,) = (I —C) 'B(z,) —= T(z).

As the proof of Theorem 3.5, we obtain T'(z,,) — T'(z); it follows that T’
is weakly sequentially continuous.

T is w—condensing. Indeed, let N be a subset of 2y U Qg with w(N) > 0.
As (I — C)~!is 1—Lipschitzian and B is w—condensing on €1 U Qs, we
have,
W(T(N)) = w((I = C)"'B(N)) < w(B(N)) < w(N).

Thus, T is w-condensing.

By Theorem 3.1, there is a convex relatively weakly compact pair (H, K) C
(Q1,9Q9) such that T(H) C K, T(K) C H, and dist(H, K) = dist(21, Q2).
Moreover, (H, K) have proximal normal structure. The mapping Ty k :

HUK — HUK defined by Ty g (x) = T(x), is relatively nonexpansive.
Indeed, let (x,y) € H x K, The use of assumptions (ii) and (iv) leads to

IT(2) = Tl = |(I = C)"'B(z) = (I = O)7'By)| < | B(x) - By)|
< lz -yl

Thus, By Theorem 2.9, there exists (x,y) € H x K such that ||z —T'(z)|| =
dist(H,K) = |ly — T'(y)||. And since dist(H, K) = dist(y,2), then
|z — B(z) — C(x)|| = dist(21,Q2) = |ly — B(y) = C(y)-

g

The following theorem deals with the classical result for one operator, i.e.

when does it exists an x € X such that ||z —T'(x)| = dist(21, 22). Note that in
our framework, the Banach algebra is not necessarily reflexive, so the normal
structure assumption is not sufficient to get best proximity point, that’s why
we need additional conditions.

Theorem 3.12. Let (Q1,9Q2) be a nonempty closed convex bounded pair of

a Banach algebra X. Suppose (21,9Q2) has proximal normal structure and €9
is nonempty set. Let B : Q1 U Qo — X be an operator such that:

(i) B is weakly sequentially continuous on 3 U s,

(ii) B is w-condensing,
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(ili) B is cyclic relatively nonexpansive on 1 U Qs.
Then, there exists (z,y) € Q1 X Qg such that
|2 = B(z)| = dist($,Q2) = [ly — B(y)|.

Proof. Using Theorem 3.1 and taking T := B, the proof follows same
steps as the above proofs. O

We conclude this paper with a fixed point result, note that this result needs
neither the normal structure nor the nonexpansiveness of the mapping B.

Theorem 3.13. Let (Q1,82) be a nonempty closed convex bounded pair
of a Banach algebra X satisfying condition (P). Let A,C : X — X and
B : Oy UQe — X be three operators which satisfy the following conditions:

(i) A is reqular on X, A(21 UQs2) is relatively weakly compact and ||A| < 1.

(ii) A and C are D-Lipschitz with the D-functions ®4 and ®¢ respectively,
B(21UQy) is bounded with bound M, and M® 4(r)+®c(r) < (1—||A]|)r
for allr >0, and I — ®¢, is nondecreasing,

(ili) B is weakly sequentially continuous on Q1 U Qq and A, C are weakly
sequentially continuous on X,

(iv) B is w—-condensing on €1 U Qo,

(v) © =A(x).B(y) + C(x),y € Q = = € Qy, Vi,j € {1,2} with i # j.
Then, if Q1N is nonempty, there exists x € Q1N such that v = A(x).B(z)+
C(x).

Proof. By (ii), we show that 7" = (%)_1 oB: QU = X is well
defined. Moreover, the use of assumption (v), T is cyclic on 1 U Qo.

The set €1 N 9 is empty set convex bounded pair of a Banach algebra
X. Furthermore, (21 N Q2) C 21 N Q2. We consider the operator To,nq, :
Q1 N Qs — Q1 N Qs defined by, for all z € Q; N Qa, Ta,n0,(x) = T(@).

The use of assumption (i), (ii), (iii) and (iv) leads to, the map. To,nq, is
weakly sequentially continuous and w—condensing. Since To,nq, (21 N Q2) is

bounded, according to Theorem 2.4, To,nq, has a fixed point. There exists
x € Q1 NQy such that = = A(z).B(x) + C(x). O
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