V. D. CHUGH and P. SINGH (*)

On Nevanlinna’s proximity function. (***)

1. - Introduction.

Let \( f(z) \) be a meromorphic function in the entire complex plane \( C \). Familiarity with the definitions of basic quantities of Nevanlinna’s theory of meromorphic functions: \( m(r, f), m(r, 1/f), n(r, f), n(r, 1/f), N(r, f), N(r, 1/f), T(r, f) \) etc. is assumed (see [2], [5]). We also write

\[
m(r) = m(r, f) + m(r, 1/f)
\]

and

\[
N_p(r) = \int_0^r \frac{n(t)}{t^{p+1}} \, dt \quad (p = 0, 1, 2, 3, \ldots),
\]

where

\[
n(r) = n(r, f) + n(r, 1/f)
\]

and it is assumed, without any loss of generality, that \( n(r) = 0 \), for \( r < 1 \).

Our aim in this paper is to investigate the growth of \( m(r) \) with regard to \( n(r), N(r), N_p(r) \) and \( r^{\sigma(r)} \) where \( \sigma(r) \) is a proximate order of \( f(z) \), \( \sigma \) being the usual order of \( f(z) \) in terms of \( T(r, f) \). Section 2 deals with the statement and discussion of the main results, whereas the remaining sections have been devoted to the proofs of the main results.

(*) Indirizzo degli Autori: Faculty of Mathematics, University of Delhi, Delhi-7, India.

2. - Statement and discussion of results.

Recently in [3], Jain and Kantham have proved, for a meromorphic function of order \( q \) (\( 0 < q < 1 \)), that

\[
\liminf_{r \to \infty} \frac{m(r)}{n(r)} < A(q),
\]

where

\[
A(q) = [q(1-q)]^{-1} + 2(1-q)^{-1} \cot \frac{1}{2} \pi q.
\]

We prove here the following

**Theorem 1.** Let \( f(z) \) be a meromorphic function of non-integral order \( q \), \( 0 < q < \infty \). Then

\[
\liminf_{r \to \infty} \frac{m(r)}{n(r)} < \infty.
\]

The above result is not necessarily true for functions of integral order. Consider for example (see [2], p. 7) the function \( f(z) = \exp(z) \). Then \( m(r) = (2r/n) \) for all \( r > 0 \) and \( n(r) = 0 \) for all \( r \). Hence the left-hand expression in (2.3) is infinite.

Further, let us consider an example of a function which possesses poles. Take for instance \( f(z) = \Gamma(z) \). It is of order 1 and \( n(r) \sim N(r) \sim r \); \( m(r) \sim \sim r \log r \) and so Theorem 1 is not true in this case also.

Further, we have

**Theorem 2.** Let \( f(z) \) be a meromorphic function of non-integral order \( q \) \( (p < q < p + 1, \ p \) being any integer) and proximate order \( q(r) \). Then

\[
\limsup_{r \to \infty} \frac{m(r)}{n(q(r))} \leq \beta [p(p - p)^{-1} + (p + 1 - q)^{-1} (p + 1 - q)(p + 2q \cot \frac{1}{2} \pi (p - q))],
\]

where \( \beta \) is defined as

\[
\lim_{r \to \infty} \frac{N(r)}{n(q(r))} = \beta < \infty.
\]

An immediate corollary of this theorem is the following
Corollary 1. For $p < q < p + 1$,

$$\limsup_{r \to \infty} \frac{m(r)}{N(r)} < p(\varphi - p)^{-1} + (p + 1 - q)^{-1}[p + 1 + 2q \cot \frac{1}{2} \pi(\varphi - p)].$$

The corollary follows immediately, by using Theorem 2, since

$$\limsup_{r \to \infty} \frac{m(r)}{r^{\mu} N_p(r)} = \limsup_{r \to \infty} \frac{m(r)}{r^{\mu} N_p(r) / \mu(r)} = \beta^* \limsup_{r \to \infty} \frac{m(r)}{r^{\mu} \delta(r)}.$$

However, if we replace $N(r)$ by $r^{\mu} N_p(r)$ in Theorem 2, we have

Theorem 3. Under the hypothesis of Theorem 2, we have

$$\limsup_{r \to \infty} \frac{m(r)}{r^{\mu} \delta(r)} < \beta^*(p + 1 - q)^{-1}[1 + 2(q - p) \cot \frac{1}{2} \pi(\varphi - p)],$$

where $\beta^*$ is defined as

$$\lim_{r \to \infty} \frac{r^{\mu} N_p(r)}{r^{\mu} \delta(r)} = \beta^* < \infty.$$

Corollary 2. For $p < q < p + 1$,

$$\limsup_{r \to \infty} \frac{m(r)}{r^{\mu} N_p(r)} < (p + 1 - q)^{-1}[1 + 2(q - p) \cot \frac{1}{2} \pi(\varphi - p)].$$

Remark 1. For functions of order $\varphi$ ($0 < \varphi < 1$) i.e. for which $\mu = 0$, the results in Theorems 2 and 3, and consequently their respective corollaries are identical.

Next, we have a striking deduction from Corollary 1 as follows

Corollary 3. For $p < \varphi < p + 1$

$$\limsup_{r \to \infty} \frac{\mu(r)}{u(r) \log r} < \varphi A(\varphi),$$

where $A(\varphi)$ is given by (2.2).

Remark 2. The inequalities in (2.5), (2.7) and (2.8) cannot be removed.
Consider, for instance, (see [2], p. 100) the function

\[ f(z) = \prod_{n=1}^{\infty} \left( 1 + \frac{z}{n^2} \right). \]

Then \( m(r) = 2r^2, \ n(r) \sim r^4, \ N(r) \sim 2r^4, \ q = 1/2. \)

Finally, we separate meromorphic functions of non-integral order into two classes. According to Nevanlinna [5], a meromorphic function \( f(z) \) of positive non-integral order \( q \) is of convergence or divergence class according as

\[ \int_0^\infty r^{-q-1} m(r) \, dr \]

converges or diverges.

Now, we have

**Theorem 4.** The meromorphic function of non-integral order \( q \) is of convergence or divergence class according as

\[ \int_0^\infty r^{-q-1} n(r) \, dr \]

converges or diverges.

In the proofs of our theorems we shall very much rely on the following result due to Kamthan ([4], p. 40), which is in fact based on an estimate of \( m(r) \) obtained earlier by Erdély and Fuchs ([1], p. 300).

**Lemma A** [4]. Let \( f(z) \) be a meromorphic function of non-integral order \( q \) and let \( p \) be an integer, \( p < q < p + 1. \) Then

\[ m(r) \sim \int_0^r \left[ x^{-p+1} n(x) \, dx + \int_0^x x^{-p+2} n(x) \, dx \right] + \frac{4}{\pi} \sum_{m=0}^{\infty} (2m + 1)^{-1} \int_0^r x^{-p+1+m+1} n(x) \, dx + \int_0^r x^{-p+2m+2} n(x) \, dx + O(r^q). \]
3. - Proof of Theorem 1.

We have to consider two cases according as \( f(x) \) is of convergence class or not. In either case \( p < q < p + 1 \) and \( \int x^{-\alpha}n(x) \, dx \) converges for \( \alpha > \frac{q}{q+1} \) and diverges for \( \alpha < \frac{q}{q+1} \).

It is sufficient to prove that it is impossible to have

\[
(3.1) \quad n(r) < \varepsilon m(r), \quad r > r_0(\varepsilon), \quad \varepsilon > 0.
\]

Choose \( \alpha \) with \( \frac{q}{q+1} < \alpha < p + 2 \) and such that \( \int x^{-\alpha}n(x) \, dx \) converges (it converges for \( \alpha > \frac{q}{q+1} \) in both cases).

Multiplying \((3.1)\) by \( r^{-\alpha} \), integrating over \((R, \infty)\) and changing the order of integration in the resulting integrated integrals, we get

\[
(3.2) \quad \int_R^\infty x^{-\alpha}n(x) \, dx < \varepsilon \int_R^\infty r^{-\alpha} \, dr \int_0^r x^{-\alpha-1}n(x) \, dx +
\]

\[
+ \varepsilon \int_R^\infty r^{-\alpha-1} \, dr \int_r^\infty x^{-\alpha-2}n(x) \, dx +
\]

\[
+ \frac{4}{\pi} \varepsilon \sum_{m=0}^\infty (2m + 1)^{-1} \left[ \int_R^\infty r^{-2m-\alpha} \, dr \int_0^r x^{-2m-1}n(x) \, dx +
\]

\[
+ \int_R^\infty r^{-2m+1-\alpha} \, dr \int_r^\infty x^{-2m-2}n(x) \, dx \right] + O(\int_R^\infty r^{-\alpha} \, dr),
\]

\[
(3.3) \quad \int_R^\infty x^{-\alpha}n(x) \, dx < \varepsilon I_1 + \varepsilon I_2 + \frac{4\varepsilon}{\pi} \sum_{m=0}^\infty (2m + 1)^{-1}(I_3 + I_4) + I_5 \quad \text{(say)}.
\]

Now by changing the order of integration in \((3.2)\), we notice that

\[
I_1 = \int_R^\infty x^{-p-1}n(x) \, dx \int_R^\infty r^{-\alpha} \, dr + \int_R^\infty x^{-p-1}n(x) \, dx \int_R^\infty r^{-\alpha} \, dr
\]

\[
= (\alpha - p - 1)^{-1} R^{p+1-\alpha} \int_R^\infty x^{-p-1}n(x) \, dx + (\alpha - p - 1)^{-1} \int_R^\infty x^{-\alpha}n(x) \, dx;
\]

\[
I_5 = \int_R^\infty x^{-p-2}n(x) \, dx \int_R^\infty r^{-\alpha} \, dr \leq (p + 2 - \alpha)^{-1} \int_R^\infty x^{-\alpha}n(x) \, dx;
\]
\[ I_5 = \int_0^R r^{p+2m-1} n(x) \, dx \frac{R}{\alpha} \int_0^\infty r^{p-2m-\alpha} \, dr + \int_0^R x^{p+2m-1} n(x) \, dx \frac{R}{\alpha} \int_0^\infty x^{p-2m-\alpha} \, dr \]

\[ \leq (2m - p - 1 + \alpha)^{-1} R^{p+\alpha+1} \int_0^R x^{p-1} n(x) \, dx + (2m - p - 1 + \alpha)^{-1} \int_0^\infty x^{p-\alpha} n(x) \, dx; \]

\[ I_4 = \int_0^R x^{p-2m-\alpha} n(x) \, dx \frac{R}{\alpha} \int_0^\infty r^{p+2m+\alpha} \, dr \leq (2m + p + 3 - \alpha)^{-1} \int_0^R x^{p-\alpha} n(x) \, dx; \]

\[ I_5 < O(R^{p+1-\alpha}). \]

Therefore, (3.3) implies that

\[ \int_0^R r^{p-\alpha} n(r) \, dr < \epsilon A(x, p) \int_0^R x^{p-\alpha} n(x) \, dx + \epsilon B(x, p) R^{p+1-\alpha} \int_0^R x^{p-1} n(x) \, dx \]

\[ + \epsilon B(x, p) R^{p+1-\alpha} \int_0^\infty x^{p-\alpha} n(x) \, dx + O(R^{p+1-\alpha}), \]

where

\[ A(x, p) = (\alpha - p - 1)^{-1} + (p + 2 - \alpha)^{-1} + \frac{4}{\pi} \sum_{m=0}^\infty \frac{1}{(2m + 1)^{-1}} \times \]

\[ \frac{1}{2m - p - 1 + \alpha} + \frac{1}{2m + p - \alpha + 3}, \]

and

\[ B(x, p) = (\alpha - p - 1)^{-1} + \frac{4}{\pi} \sum_{m=0}^\infty \frac{1}{(2m + 1)(2m - p - 1 + \alpha)}. \]

It is easily seen that \( A(x, p) < \infty \) and \( B(x, p) < \infty \). Therefore, by choosing \( \epsilon < 1/2A(x, p) \) and collecting the terms in (3.4), we get

\[ \frac{1}{2} \int_0^\infty r^{p-\alpha} n(r) \, dr < \epsilon B(x, p) R^{p+1-\alpha} \int_0^R x^{p-1} n(x) \, dx + O(R^{p+1-\alpha}). \]

In case \( f(x) \) is of divergence class (holding \( R \) fixed), let \( \alpha \rightarrow \beta + 1 \), the left-hand side of (3.5) becomes infinite, while its right hand side approaches a finite limit. So (3.1) leads to a contradiction.
In case \( f(z) \) is of convergence class, we may take \( \alpha = \varrho + 1 \), since \( n(r) \) increases, (3.5) implies

\[
\frac{1}{2} n(R) \varrho^{-1} R^{-\varrho} < \varepsilon R^{r-\varrho} \left[ \left( \frac{p}{\varrho} \right)^{-1} + \frac{4}{\varpi} \sum_{m=0}^{\infty} \frac{1}{(2m+1)(2m+p+\varrho)} \right] \times \int_{1}^{R} x^{-p-1} n(x) \, dx + O(R^{r-\varrho}),
\]

and since this holds for large enough \( R \), for every positive \( \varepsilon \), we have

\[
n(r) = o\left[ r^\varrho \int_{1}^{r} x^{-p-1} n(x) \, dx \right].
\]

Since \( \int_{1}^{\infty} r^{-\alpha} n(r) \, dr \) diverges for \( 1 < \alpha < \varrho - p + 1 \), for such \( \alpha \), we have as \( R \to \infty \)

\[
\int_{1}^{R} r^{-\alpha} n(r) \, dr = O\left[ \int_{1}^{R} \frac{r^\alpha}{r^\varrho} \int_{1}^{r} x^{-p-1} n(x) \, dx \right] = O\left[ \int_{1}^{R} x^{-p-1} n(x) \, dx \right] = O\left[ \int_{1}^{R} x^{-p-1} n(x) \, dx \right],
\]

a contradiction. Hence (2.3) follows.

4. - Proof of Theorem 2.

Since \( n(x) \, dx = x \, dN(x) \) almost everywhere in \([0, \infty)\), the result in the Lemma A may be rewritten as

\[
m(r) < \varrho^\varrho \int_{e}^{r} x^{-p-1} N(x) \, dx + (p + 1) r^{p+1} \int_{e}^{r} x^{-p-1} N(x) \, dx
\]

\[
+ \frac{4}{\varpi} \sum_{m=0}^{\infty} \left( 2m+1 \right)^{-1} \int_{e}^{r} x^{2m-p-1} N(x) \, dx
\]

\[
+ (2m + p + 2) r^{2m+p+1} \int_{e}^{r} x^{-2m-p-1} N(x) \, dx + O(r^\varrho)
\]

\[
= I_4 + I_5 + \frac{4}{\varpi} \sum_{m=0}^{\infty} (2m+1)^{-1} [I_4 + I_5] + O(r^\varrho) \quad \text{(say).}
\]
From the hypothesis, we have $\beta - \varepsilon < N(r) \mu^{(c)} < \beta + \varepsilon$ for $r > r_0 = r_0(\varepsilon)$, $\varepsilon > 0$. Therefore

$$I_t < (\beta + \varepsilon)p^{(c)} \int_{r_0}^{\infty} x^{(d)-p-1} \, dx + O(r^p) \sim (\beta + \varepsilon) p(p - p) \mu^{(c)} + O(r^p),$$

and

$$I_t < (\beta + \varepsilon)(p + 1)r^{p+1} \int_{r_0}^{\infty} x^{(d)-p-2} \, dx \sim (\beta + \varepsilon)(p + 1)(p + 1 - q)^{-1} \mu^{(c)}.$$

Also for $m < p/2$

$$I_t < (\beta + \varepsilon)(p - 2m)r^{p-2m} \int_{r_0}^{\infty} x^{(d)-p+2m-1} \, dx + O(r^{p-2m}) \sim$$

$$\sim (\beta + \varepsilon)(p - 2m)(p - p + 2m)^{-1} \mu^{(c)} + O(r^{p-2m}),$$

and for $m \geq p/2$

$$I_t < - (\beta - \varepsilon)(2m - p)r^{p-2m} \int_{r_0}^{\infty} x^{(d)-p+2m-1} \, dx + O(r^{p-2m}) \sim$$

$$\sim - (\beta - \varepsilon)(2m - p)(p - p + 2m)^{-1} \mu^{(c)} + O(r^{p-2m}).$$

Furthermore for all $m > 0$

$$I_t < (\beta + \varepsilon)(p + 2m + 2)^{p^{(c)}-2m-1} \int_{r_0}^{\infty} x^{(d)-p+2m} \, dx \sim$$

$$\sim (\beta + \varepsilon)(p + 2m + 2)(p + 2m + 2 - q)^{-1} \mu^{(c)}.$$ 

Hence for $m < p/2$

$$I_t + I_t < (\beta + \varepsilon)(p - 2m)(p - p + 2m)^{-1} +$$

$$+ (p + 2m + 2)(p + 2m + 2 - q)^{-1} \mu^{(c)} + O(r^{p-2m}),$$

whereas for $m \geq p/2$

$$I_t + I_t < - (\beta - \varepsilon)(2m - p)(p - p + 2m)^{-1} \mu^{(c)} +$$

$$+ (\beta + \varepsilon)(p + 2m + 2)(p + 2m + 2 - q)^{-1} \mu^{(c)} + O(r^{p-2m}).$$
Using the above estimates (4.1) gives
\[
\frac{m(r)}{\psi(r)} < (\beta + \varepsilon) p(\psi - p)^{-1} + (\beta + \varepsilon)(p + 1)(p + 1 - \phi)^{-1} + \\
+ \frac{4}{\pi} \sum_{m < \phi/2} (2m + 1)^{-1} (\beta + \varepsilon)(p - 2m)(\psi - p + 2m)^{-1} + \\
+ (\beta + \varepsilon)(p + 2m + 2)(p + 2m + 2 - \phi)^{-1} + O(r^{\phi^2}) + \\
+ \frac{4}{\pi} \sum_{m < \phi/2} (2m + 1)^{-1} (\beta + \varepsilon)(p + 2m + 2)(p + 2m + 2 - \phi)^{-1} - \\
- (\beta - \varepsilon)(2m - p)(\psi - p + 2m)^{-1} + O(r^{\phi^2}) + O(r^{\phi^2}) \quad (r \gg r_0),
\]
which implies
\[
\limsup_{r \to \infty} \frac{m(r)}{\psi(r)} < \beta \left[ p(\psi - p)^{-1} + (p + 1)(p + 1 - \phi)^{-1} + \\
+ \frac{8\varepsilon}{\pi} \sum_{m=0}^{\infty} \frac{1}{(2m + \phi - p)(2m + p + 2 - \phi)} \right] \\
= \beta \left[ p(\psi - p)^{-1} + (p + 1)(p + 1 - \phi)^{-1} + \frac{2\varepsilon}{\pi} (p + 1 - \phi)^{-1} \\
\times \sum_{m=2}^{\infty} \frac{1}{(m + (\phi - p)/2)(m + 1 - (\phi - p)/2)} \right] \\
= \beta \left[ p(\psi - p)^{-1} + (p + 1 - \phi)^{-1}(p + 1 + 2\varepsilon \cot \frac{1}{2} \pi(\phi - p)) \right].
\]
Hence the theorem is established.

5. - Proof of Theorem 3.

From the definition of \( N_p(r) \), we note that \( u(x)dx = x^{r+1}dN_p(x) \), almost everywhere in \([0, \infty]\). Now using the arguments of Kanthan (see [4], p. 38)
the Lemma A gives
\[ m(r) \leq r^{p+1} \int_{r}^{\infty} x^{-3} N_{s}(x) \, dx + \frac{4}{\pi} \sum_{m=0}^{\infty} (2m+1)^{-1} \times \]
\[ \times \left[ -2mP^{-2m} \int_{0}^{r} x^{2m-1} N_{s}(x) \, dx \right. \]
\[ + (2m+2)P^{-2m-2} \int_{r}^{\infty} x^{-2m-2} N_{s}(x) \, dx \] \[ \left. + O(r^p) \right] , \]
(5.1)
\[ m(r) = I_{10} + \frac{4}{\pi} \sum_{m=0}^{\infty} (2m+1)^{-1} [I_{11} + I_{12}] + O(r^p) \quad \text{(say)} . \]

From the hypothesis, we have
\[ \beta^p - \varepsilon < \frac{\beta^p N_{s}(r)}{r^p \varepsilon} < \beta^p + \varepsilon \quad (r > r_0; \varepsilon, \varepsilon > 0) . \]

Now computing along the lines of Theorem 2, we have
\[ I_{10} < (\beta^p + \varepsilon)(p + 1 - q)^{-1} r^p \varepsilon , \]
\[ I_{11} < O(r^{p-2m}) - 2m(\beta^p - \varepsilon)(q - p + 2m - 1)^{-1} r^p \varepsilon , \]
\[ I_{12} < (\beta^p + \varepsilon)(2m + 2)(p + 2m + 2 - q)^{-1} r^p \varepsilon , \]
and hence the theorem follows.

6. - Proof of Theorem 4.

To prove this, it is enough to show that convergence of
\[ \int_{0}^{\infty} r^{-p-1} n(r) \, dr \rightleftharpoons \text{convergence of} \int_{0}^{\infty} r^{-p-1} J_{k}(r) \, dr , \]
where \( J_{k}(r), \ (k = 1, 2, 3, 4, 5) \) stands for the \( k \)-th term in the right hand expression in (2.11). Clearly
\[ \int_{0}^{\infty} r^{-p-1} J_{k}(r) \, dr = \int_{0}^{\infty} x^{-p-1} n(x) \, dx \int_{0}^{\infty} x^{-p-1} \, dr = (q - p)^{-1} \int_{0}^{\infty} x^{-p-1} n(x) \, dx , \]
and

\[ \int_{\mathbb{R}} r^{q-1} J_4(r) \, dr = \int_{\mathbb{R}} x^{q-1} n(x) \, dx \int_{\mathbb{R}} r^{p-1} \, dr \]

\[ = (p + 1 - q)^{-1} \left[ \int_{\mathbb{R}} x^{q-1} n(x) \, dx - \int_{\mathbb{R}} x^{p+1} \, dx \right]. \]

Therefore, (6.1) implies

\[ (1 - R^{p+1-q})(p + 1 - q)^{-1} \int_{\mathbb{R}} x^{q-1} n(x) \, dx < \]

\[ < \int_{\mathbb{R}} r^{q-1} J_4(r) \, dr < (p + 1 - q)^{-1} \int_{\mathbb{R}} x^{q-1} n(x) \, dx, \]

since \( q + 1 < p + 2 \). Also, we have

\[ \int_{\mathbb{R}} r^{q-1} J_4(r) \, dr = \frac{4}{\pi} \sum_{m=0}^{\infty} (2m + 1)^{-1} \int_{\mathbb{R}} x^{q-1} n(x) \, dx \int_{\mathbb{R}} r^{p-1} \, dr \]

\[ = S_1 \int_{\mathbb{R}} x^{q-1} n(x) \, dx \]

and

\[ \int_{\mathbb{R}} r^{q-1} J_4(r) \, dr = -\frac{4}{\pi} \sum_{m=0}^{\infty} (2m + 1)^{-1} \int_{\mathbb{R}} x^{q-1} n(x) \, dx \int_{\mathbb{R}} r^{p-1} \, dr, \]

(6.2)

\[ \int_{\mathbb{R}} r^{q-1} J_4(r) \, dr = \frac{4}{\pi} \sum_{m=0}^{\infty} (2m + 1)^{-1} (2m + p - q + 2)^{-1} \times \]

\[ \times \left[ \int_{\mathbb{R}} x^{q-1} n(x) \, dx - \int_{\mathbb{R}} x^{p+1} \, dx \right], \]

where

\[ S_1 = \frac{4}{\pi} \sum_{m=0}^{\infty} \frac{1}{(2m + 1)(2m + q - p)}. \]

It is easily seen, from (6.2), that

\[ S_1 \int_{\mathbb{R}} x^{q-1} n(x) \, dx < \int_{\mathbb{R}} r^{q-1} J_4(r) \, dr < S_1 \int_{\mathbb{R}} x^{q-1} n(x) \, dx, \]
where
\[ S_2 = \sum_{n=0}^{\infty} \frac{1 - R^{2m+p-q+2}}{(2m + 1)(2m + p - q + 2)}, \quad S_3 = \sum_{n=0}^{\infty} \frac{1}{(2m + 1)(2m + p - q + 2)}. \]

Also,
\[ \int_{\rho}^{\infty} r^{p-1} J_\delta(r) \, dr = O(R^{p-q}). \]

This completes the proof of Theorem 4, since \( p < q < p + 1 \), and \( S_1, S_2, S_3 \) are convergent series.
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